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Abstract

The focus of this deliverable is to report all the enhanced Mobile Broadband (eMBB) focused trial
measurement results and analysis achieved in WP3 trial sites. The migirement tests have

been categorized into twold as planned, i.e., radio access technologies and 5G network
technologies. Moreover, a number of joint trials have been done with our Chinese twin project. The
conducted results have also been reportedhiis deliverable, together with the joint demos.
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Executive Summary

Deliverable D3.3 reports all results achieved from the eMBB trials conductedRBAE, which

targeted on evaluating the performance of enhanced Mobile Broadband (eMBB) over 3.5 GHz by
LI NIYSNE Ay GKS 9dzZNBLISFY GNARFE aAadSa FyR 23SNJI
trial sites. WP3 partners conducted the measurements and demonstrated the latest 5G key
technologies with respect on eMBB through EU trial sites in idien@, Poland and Greece.

Moreover, WP3 joint trials have been done together with our Chinese twin project at both Europe
and China.

As originally planned, both radio access technologies as well as network technologies have been
measured according to thest plans defined in the previously issued-B&IVE Deliverable D3.1.

More specificallyin the radio access technologies part, both outdoor and indoor ekiiBB

standalone NSA) basic performance has been measured in various trial sites based on the KPIs
defined in the Deliverable D3.1. In addition, BDltiple input and multiple outpubeamformingg as

one of the promising techniques considered in&kas also been investigatedihebeamforming
characteristics and the effect of array antenna configunaion 3D beamforming have been studied
YR S@lfdZd 6§SR 6A0K GKS FTASER GNAIE YSIFadaNBYSyli
In the 5G network technologies part, the proposed network slicing &#&dsn project Deliverable

D5.1¢ have beertested during the designed experiments. Migual network functions as well as
fronthaul performances have also been measured and corresponding results have been analysed in
this deliverable. Moreover, a number of joint trials have been conducted wittChinese twin

project regarding the eMBB basic performance in both NSA and SA 5G. The results have been
explained in the present deliverable as well.

More specifically, this report contains the results achieved by WP3 during the project period as well
as the performance analysis. The key findings of the eMBB laboratory and field experiments are
listed as below:

1. The outdoor eMBB basic performance of Nsiandalone (NSA) and standalone (SA) were
measured at 5GIC trial site (Surrey, UK), VTT trial sitedEBmland), Orange trial site
(Warsaw, Poland) and our Chinese twin project trial site (Hangzhou, China). Both stationary
tests and driving tests have been carried several times according to theefreted KPlIs. It
is observed outdoor single user pedta rate limited due to hardware in both NSA and SA
architecture during the tests. NSA control plane latency is considerably higher than SA
architecture.

2. The indoor eMBB measurements continued the outdoor trials by WP3 partners and the
Chinese twin projet partners. In Finland, the eMBB indoor measurements were performed
at VTT building. The setup contained 4G and 5G picocells, which placed on different floors. It
is observed through the results that locations did not have an effect on the RTWayne
latency or jitter values. Only different network variations are presented. In Hangzhou, first
the indoor coverage measurements were performed in a new office building jointly by WP3
partners and our Chinese twin project partners. The network configuraticN&A and the
bandwidth for 5G was 100MHz and for LI&O0 20MHz. The picocells place on the ceiling of
an open office space. Then, another set of experiments were focused on SA outdoor gNB
supporting indoor coverage. The measurements were carried onf@0shopping mall in
the city centre. The gNB was deployed on the top of a building opposite of the measurement
area. UEs operated over 2.6 GHz and 4.9 GHz at the preselected points. It is observed that
the 4.9GHz could improve the indoor coverage acicgydo the floor layout.

3. WP3 partners and Chinese twin project partners have been jointly work together to
investigate the massive MIMO beamforming characteristics and the effect of array antenna
configuration on 3D beamforming, especially according #olihilding height. The field
measurements have been tested for both single and multiple users. It is observed, the
multilayer beams from 64 transmit/receive antennas at gNB can covertsghuilding with
a height of 140 meters with good receive signadlity. For 3D beamforming, in a typical
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with medium distance from the gNB good coverage performance can be achieved in all the
low, medium and highise floors.

4. The network slicing KPIs proposed in Deliverable D5.1, (i.e., slice deployment time, slice
deployment time scalability, etc.). have been implemented and measured in WP3, which
focused only on parameters that are related to network slicing in an agnostic way. The
obtained results show decent scalability of the used platform in the analysed range of
numbers of deployed sliceshe parallel slice deployment and termination time is
considerably lower than in the oAgy-one approach.

5. Aservice level joint demonstratioalso was setupetweenWP3 partners, which based the
integration of the partner devleped services and VNFs, namely the vCache in the trail test
bed in Athes, Greece. It is observed that the performance has been significantly improved in
terms of the size of cached content per session as well the catching latency.
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Abbreviations
3D ThreeDimensional
3GPP The 3rd Generation Partnership Project
4G The 4th Generation of mobile technology
5G The 5th Generation of mobile technology
5GIC 5GInnovation Centre
ADB Android Debug Bridge
AGW Access Gateway
AoD Angle of Departure
API Application Programming Interface
AR Augmented Reality
ASIR AirScale indoor Radio System
BBU Baseband Unit
BLER Block Error Rate
BS Base Station
BSS Business Support System
BW Bandwidth
GRAN Cloud Radio Access Network
CLlI CommaneLine Interface
CoS Class of Service
CP Control Plane
CPE Customer Premises Equipment
CPU Central Processing Unit
cal Channel Quality Indicator
CsSl Channel Staténformation
CSIRS Channel State InformationReference Signal
Cu Centralized Unit
Ccw ContinuousWave
DL Downlink
DP Data Plane
DRB Data Radio Bearer
DU Distributed Unit
E2E Endto-End
EUTRAN Evolved Universal Terrestrial Radio Acdéstsvork
eMBB enhanced Mobile Broadband

© 2018- 2021 5GDRIVE Consortium Parties

Pagel4of 109



P Ry,

D3.3: Final report of eMBB trials

eNB Evolved nodeB (4G)

EPC Evolved Packet Core

ETSI European Telecommunications Standards Institute
EU European Union

FDD Frequency Division Duplex

FPS, fps frames per second

FR1 Frequency Rangeiticluding subk6 GHz frequency bands
FR2 Frequency Range 2 including 24.25 GHz to 52.6 GHz frequency bands
GbE Gigabit Ethernet

GHz Giga Hertz
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gNB Next Generation nodeB (5G)

GNSS Global Navigation Satellite System

GPS Global Positioning System

GS Group Specification

GW Gateway

HO Handover

HSS Home Subscriber Server

HTTP, HyperText Transfer Protocol

http

HTTPS, HyperText Transfer Protocol Secure

https

iBLER Initial Block Error Rate

ID, id Identifier

IETF Internet Engineering Task Force

INS Inertial Navigation System

IP Internet Protocol

IPv4 Internet Protocol version 4

IPv6 Internet Protocol version 6

ITU International Telecommunication Union

ITUT InternationalTelecommunication UnionTelecommunication Standardization Secto
KPI Key Performance Indicator

LAN Local Area Network

LOS Lineof-Sight

LTE Long Term Evolution (4G)

MAC Medium Access Control

MANO Management and Orchestration
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MCS
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MNO
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NFV
NFVI
NFVO
NLOS
NR
NS
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NSA
OAM
OCNG
OFDM
OSM
0SS
OwWD
PBCH
PC
PC
PCC
PCI
PCRF
PDCCH
PDCP
PDSCH
PHY
PLR
PMA
PNF
PRB
PRRH
PTP
PTPV2
PUSCH

Modulation and Coding Scheme
Multiple Input, Multiple Output
Mobile Network Operator
Multi-User

Network Functions Virtualisation

Network Functions Virtualisation Infrastructure

Network Functions Virtualisatio@rchestrator
Non-Lineof-Sight

New Radio (5G)

Network Service
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Nonstandalone (5G mode)

Operation, Administration and Maintenance
Orthogonal Channel Noise Generation
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Open Source MANO
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Policy Control and Charging Rules Function
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Packet Data Convergence Protocol
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Physical Uplink Shared Channel
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QAM
QoS
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RHUB
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RF
RFC
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RRH
RRU
RS
RSRP
RSRQ
RTK
RTT
RU

Rx
SA
SCC
SDN
SDR
SDT
SDTS
SINR
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SRS
SS
SSB
STT
STTS
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Quadrature Amplitudéviodulation varying from 64 to 1024
Quality of Service

Quantum Geographic Information System (Open Source application)
Quadrature Phase Shift Keying
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Random Access Memory

Radio Access Network
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Request for Comments
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Secondary Component Carrier
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TCP Transmission Control Protocol
TDD Time Division Duplex
TS Technical Specification

TWAMP  TwoWay Active Measurement Protocol

TX Transmission

UDP User Datagram Protocol
UE UserEquipment

UL Uplink

UP User Plane

USB Universal Serial Bus

UTRAN  Universal Terrestrial Radio Access Network

VEPC virtualized Evolved Packet Core
VIM Virtual Infrastructure Manager
VLAN Virtual Local Area Network
VNF Virtual Network Function

VNFM Virtual Network Function Manager

vPMA virtual Performance Monitoring Agent
VPN Virtual Private Network

WP Work Package

WWW, World Wide Web
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1 Introduction

1.1 Objective of the document

The main objective of the actual Deliverable D3.3 igrasent all the trial results conducted by

enhanced Mobile Broadband (eMBB) trial work package (i.e., WP3) partners during the project time
period in various 5S®RIVE trial sites with specific focus upon eMBB. This deliverable includes all

three aspects ofhe measurements results and analysis, that is: performance measurement and

results analysis of radio access technologies; performance measurement and results analysis for 5G
network technologies, and joint eMBB trials with Chinese twin project.

The congleration of very high dataate use cases and architectures defined in the framework of the
NBALISOGADBS 5St AGSNIOGES 5HdPHIE KI @S 06SSYy YIF LIWSR J
Deliverable D3.1 together with SBRIVE trial site architecture, comporngmand capacities regarding

the respective technical features at the radio and the core net. Selected KPIs reported in the

58St AOSNIo6fS 500H KI @GS 0SSy YSIadaNBR RdaNAyYy3I (GKS
DIT 4 /KAYylFrQa aArdisSao

1.2 Structure ofthe document

This deliverable is structured in five chapters, as follows:

Chapter 1 presents an introduction of the Deliverable by focusing on its objectives, structure and
target audience.

Chapter 2 presents the conducted measurement resultsaralysis for performance measurement
results and analysis of radio access technologies. It contains the eMBB basic performance
measurements for both outdoor and indoor as well as the 5G taiesensional (3D) beamforming
FylFrfeaAra | yR calibr&tiobnR GNAFf aQ NBadz da

/| KFLIISNI o LINBaSyida GKS LISNF2NXIFyYyOS YSI&ad2NBYSy:
technologies. It contains the network slice orchestration performance measurement, results and
analysis; vCache performance measurement and fronthaul pegoosm measurement results and
analysis.

Chapter 4 presents the joint eMBB trials with the Chinese twin project. It covers the basic
performance measurement indoor and outdoor for both SA and NSA 5G architecture.

The conclusion is presented in Chapter 5.

1.3 Target audience

This deliverable is open to the general public and targets the scientific/research community, as well
as industry stockholders working on 5G trials with focus on eMBB. It aims to offer a better
understanding of the trial measurement resu#tsd analysis of WP3 within the framework of the-5G
DRIVE project effort.
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2  Performance measurement results and analysis of radio access
technologies

Ly GKA& OKFLIWGSNE YSFadiNBYSyGaQ NBadzZ t6a | OKASGSH
techrologies are reported. First, nestandalone (NSA) basic performance measurements have been
carried out in both outdoor and indoor scenarios, by the involved WP3 partners at both 5GIC trial

site? (Surrey, UK), VTT trial site (Espoo, Finland) and Oraabsitei (Warsaw, Poland). The results of
singleuser equipmen({UE) scenario have been presented and analysed. Then, the performance of 3D
beamforming has been analysed and calibrated with the actual performance achieved through field

trials. Finally, sombl53 02 YYSY Rl A2y a KI @S 06SSy LINRPDARSRI 0ol ¢

2.1 Outdoor eMBB performance measurement results and analysis
In this subsection, the outdoor measurement results over three eMBB trial sites will be presented.
2.1.1 Outdoor eMBB measurenmd results at 5GIC trial site

The outdoor eMBB NSA basic performance measurements have been conducted in 5GIC trial site at
Surrey, VTT trial site at Espoo and Orange trial site at Warsaw. The measurement tests have been
conducted according to the plan aldy reported in the Deliverable D3 11].

2.1.1.1 Measurement environment setup

The outdoor eMBB NSA basic performance measurements in 5GIC trial site were conducted in the
Stag Hill campus of the University of Surrey. The test network targeted on providingbthteart

5G test and demonstration platforms, which include-RAN test platform to support clusters of

remote radio heads (RRH) supported, in turn, by highgeerance core processing facilities for
experimental research on advanced techniques such as joint transmission coordinategamilti
transmission and reception schemes. In addition, the test network provides a unique environment to
test operation of heteogeneous access networks in a it environment. In the context of the

WP3, the conducted tests were focused on the considered eMBB scenarios.

i

it
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\
Figurel: The outdoor deployment layout of 5GIC trial site, Surrey, UK.

The test network is connected to the Vodafone Core Network and as shokigurel, the outdoor
deployment consists of 7 sectors and 9 gNB. The height of the gNB®eisfemeters or 10 meters,
based on the regulation of the University. The one designated LTE eNB operating at 2.6 GHz is

2For more details about 5GIC see: https://www.surrey.ac.uk/institaenmunicationsystems/5ginnovation-centre
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SYLX 28SR +Fa (GKS &l yOK2N y2RS¢ (2 adzZJI2NI | f ¢
network configuration currently isSA Option 3 as shown ifrigure2. Therefore, the tested 5G device
used 4G for control plane (CP) and 5G for data plane (DP) services as the data spin servias has be
turned off.

Control plane

— User plane sssssss

Figure2: Highlevel architecture of NSA option 3x [2].

Different types of 5G UEs have been tested during our outdoor performance tests, as sHeagurin
3. The iPerf8has been used as traffic generator to test the maximnetwork throughput during our
tests for both DL and UL.

Figure3: Tested CPEs at 5GIC trial site.

2.1.1.2 Planred performance measurement tests

According to the trial plan ifl], six trial measurements (as listedTiablel) have been designed to
test the following selected KPIs as showiablel.

3 For further details also seamong others https://www.gsma.com/futurenetworkshiki/5g-implementationguidelines/

4The iPerf3 is a tool for active measurements of the maximum achievable bandwidth on IP networks. It supports tuning of
various parameters related to timing, buffers and protocols. For further information also see:/fipigd.fr/iperf -
download.php
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Trials Date ‘ Measured KPIs ‘

June 2019 Stationary Tests Peak Data Rate UL/DL
June 2019 Drive Tests Cell Capacity
July 2019 Drive Tests
December 2019 Latency Tests
December 2019 Drive Tests
December 2019 UserExperienced Data Rate

Tablel: Summary of theonducted outdoor trials at 5GIC site.
2.1.1.3 Measurement results

Several measurements have been carried over Stag Hill Campus as siirogumed and the results
were used taoptimise the 5G test network in Stag Hill campangerms of signal strength
optimization, rank optimization, etc.
Arrieortddd ‘-‘.5_' :.....:‘.~
F f&mm "Nl
7 After Optimization
A

21

S

BBU28
NR PCC SS AVG RSRP(dBm)-All Logs By

BBU28
BBY;

(b)

Figure4: Received ghal strength drive test measuremt optimization (a) before optimization; (b) after
optimization

As shown irFigure4, the drive test of received signatength for BBU26, BBU27 and BBU28 were
measured before and after optimization. It is observed that overall 5G network received signal strength
is high. This is because the small irgit® distance and low antenna heights. However, dsigure4

(a), the areas highlighted by number 1 and 2 are relatively low, compared to others. After modified the
mechanical and digital tile angle, the received signal strength of ttvesareas has been improved

as the measured results showhigure4 (b).

Single UE peak data rate for UL and DL in stationary test

A stationary measurement approabtias been employed in our tests to measure the single UE peak
data rate for UL and DL. Exhaustive points have been selected from each sector to find the peak data
rate and measurements were conducted at least withinmiBute time period for each pint. As

the example shown ifigure5, the measured DL UDP peak data rate during a stationary test can be
higher than 800 Mbps for UDP and higher than 700 Mbps for TGRdjefe5). Here it is worthy to

point out that the peak data rate reaches the maximum performance of the measured UE.
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(B Radio Measurement:MS1 |- E- a8 | 7 11 cughpur : M52 (3 Radio Measurement: MS1 .o @888 | 7= v cughout st
Type PCC SCC1 - Downlink(Mbit/s) Type PCC sccl 2 Downlink{Mbit/s)
P 22 Type PCC SCC1 PCI 252 Type PCC sca1
$5B Index § SSB hdex 5
S5 AVG RSRP % RLC LY S5 AVG RSRP 3
SS MAX RSRP - MAC 274 SS MAX RSRP 7 MAC 72074
S5 AVG SINR 2 ey 24 S5 AVG SINR iy
CSIRS ChonMaxRSRP 72 MACCW £274 CSI-RS ChenMaxASRP WCOND 72878
CSIRS ChankgRSRP 74 O CSIRS ChanfvgRSRP 72 W] 0.0
CSIRS AvgSINA br oD 12 CSI-RS AvgSINA % bivewn s
PUSCH Tx PoweridBm) 424 PHYCW! 000 PUSCH Tx PowerfdBm) 244 PHYCW] 080
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SRS Power 0 SRS Power
SUL SRS Power SUL SRS Power
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(a) UDP protocol (b)TCP protocol

Figureb: An example of measured DL UDP and TCP protocol peak data rate.
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Figure6: An example of measured UL UDP pestia rate.

The DL single UE peak data rate in stationary test is around 824M for UDP and 724M for TCP during
these tests. This is due to the maximum rate has reached the limits of the test device.
Cell capacity

After stationary test measurements, drivests have also been conducted to measure the DL
throughput results to compare with the results achieved during stationary measurements.

BBUZ7
28027 0%
‘ 0%
BBU28 [T S
NR PCC DL PDCP Throughput(Mbit
Is)-All Logs ' LS SR
® [1000, 10000 (0, 0. 00) ’ 60%
[600, 1000) (431,21, 57%)
[400, 620] (540, 27, 03%) P R R
L o
#[0.10)10,0.008) BBU2S 0%
BBU:7
B E U .
'y BBU26 BBU26 g s R
. -
..‘_f- gy " 455%

10.10)0 10,200)89 200,400).928 [400,600) 540 [600,1000)431 1000,16000)0

[ POF AllLogs-NR PCC DL FOCP Throughput(lbts) |

Figure7: DL throughput measurement results after tilt angle optimisation

As shown irFigure?, around 95% of the measured sample points can provide results higher than 200
Mbps DL data rate, while around 48.6% of the measured sample points can provide regdts hi
than 400 Mbps.
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Control plane latency

The definition of control plane latency given in the 3rd Generation Partnership Project (3GPP) TR
oydpmo A& alGKS GAYS (2 Y20S FTNRY | oFGGSNE STF7F
transfer @3 dx ! OGAQPSOED ¢KS GNRFE pD 0 FigaeNBe NI
control plane latency includes 4G random access, 4G bearer setup, 5@remeast and secondary

cell group (SCG) addition. As SCG has not been enabled at Surrey site, there are only three parts of
latency has been measured during our test as showFigare8, Figure9 and FigurelO.

e

No.  Longitode Latitude  DateTime LTE ¥acRachSuc.... LTE NacRa. LTE MacRanddccessSuc.... LTE RreC ~
22 -059340833 5124314833 2019-06-20 17:12:54.402 LTE MacRachSucc

23 -059340833 5124314833 2019-06-20 17:1254434 LTE MacRaSucc LTE MacRandAccessSucc

24 -059103723 5124392461 2019-06-20 17:16:14556 LTE MacRandAccessSucc

25 -059101500 5124393333 2019-06-20 17:16:30.679 LTE MacRachSucc

26 -059101500 5124393333 2019-06-20 17:16:30710 LTE MacRaSucc LTE MacRandAccessSucc

27 -059104167 5124388167 2019-06-20 17:16:45.978 LTE MacRachSucc

28 -059104233 5124387619 2019-06-20 17:16:46.008 LTE MacRaSucc LTE MacRandAccessSucc

29 -059386355 5124312001 2019-06-20 17:19:43858 LTE MacRachSucc

30 -059386355 5124312001 2019-06-20 17:19:43889 LTE MacRaSucc LTE MacRandAccessSucc

Ell 059520983 5124392400 2019-06-20 17:21:13.143 LTE MacRachSucc

32 059520983 5124392400 2019-06-20 17:21:13.169 LTE MacRaSucc LTE MacRandAccessSucc

33 059413693 5124430736 2019-06-20 17:21:38693 LTE MacRachSucc -

34 059413693 5124430736 2019-06-20 17:21:38706 LTE MacRaSucc Latency A-32ms
35 059413693 5124430736 2019-06-20 17:21:38727 LTE MacRandAccessSucc

36 056744167 5124453000 2019-06-20 17:23:45.893 LTE MacRandAccessSucc

058762651 5124457773 20 LTE MacRaSucc

058762651 5124457773 20 LTE MacRandAccessSucc

26515 91 LTE RrcC
41 058762651 5124457773 2019-06-20 17:25:13.770 LTE MacRachSucc
42 058762651 5124457773 2019-06-20 17:25:13.782 LTE MacRaSucc
43 058762651 5124457773 2019-06-20 17:25:13797 LTE MacRandAccessSucc
44 -058762651 5124457773 2019-06-20 17:25:13801 LTE RrcConnSetupCmpl
45 -059001346 5124451167 2019-06-20 17:26:02.855 LTE MacRachSucc
46 -059001346 5124451167 2019-06-20 17:26:02882 LTE MacRaSucc LTE MacRandAccessSucc
47 -059275333 5124472333 2019-06-20 17:4400.729 LTE MacRandAccessSucc
48 059275333 5124472333 2019-06-20 17:44:00.779 LTE MacRandAccessSucc
49 -059546440 5124356644 2019-06-20 17:46:21.840 LTE MacRachSucc
50 -059546440 5124356644 2019-06-20 174621853 LTE MacRaSucc
51 -059546440 5124356644 2019-06-20 17:46:21870 LTE MacRandAccessSucc “
PeY ACOAKNREN £124216020 I010 OA 0 17AR10IDE_LTE AacOarhCucs

Figure8: Measurement of 4G random access (latency A).

Messages-0620-On Sheet f— sex@ | 2

n es na gy Latency B=197ms

Index Date Time Direction Channel ... Message Name M A
3382 2019-06-20 17:54:52.782 MS->eNodeB UL-DCCH RRCConnectionReconfigurationComplete 0
3383 1545 0 ¢l B2y BCCH-B__M o) k

3384 | 2019-06-20 | 17:54:52.798 | eNodeB->MS | DL-DCCH | RRCConnectionReconfiguration

3385 2019-06-20 MS->eNodeB UL-DCCH RRCConnectionReconfigurationComplete 0

386 2019-06-20 eNodeB->MS BCCH-B.. MasterinformationBlock 0
3387 2019-06-20 17:54:52.843 eNodeB->MS BCCH-D.. SysteminformationBlockTypel 0
3388 2019-06-20 17:54:52.843 MS->eNodeB UL-DCCH HPSUECapabilitylnformation 2
3389 2019-06-20 17:54:52.927 MS->eNodeB UL-DCCH MeasurementReport 0
3390 2019-06-20 17:54:52.947 eNodeB->MS DL-DCCH RRCConnectionReconfiguration 0
3391 2019-06-20 17:54:52.951 MS->eNodeB UL-DCCH RRCConnectionReconfigurationComplete 0
3392 2019-06-20 17:54:52.990 eNodeB->MS DL-DCCH RRCConnectionReconfiguration 0
3393 2019-06-20 17:54:52.993 gNodeB-> DL-DCCH RRCConnectionRBConfiguration 0
3394 2019-06-20 17:54:52.993 gNodeB->.. DL-DCCH RRCReconfiguration 0
3395 2019-06-20 17:54:52.994 MS->gNod.. UL-DCCH RRCReconfigurationComplete 0
i.%356 2019-06-20 _17:54:52.995 _MS->eNodeB_UL-DCCH_RRCConnectionReconfigurationComplete 0
3397 2019-06-20 17:54:53.119 gNodeB-> BCCH-B.. MIB 0
3398 2019-06-20 17:54:53.642 eNodeB->MS DL-DCCH RRCConnectionReconfiguration 0
3399 2019-06-20 17:54:53.645 MS->eNodeB UL-DCCH RRCConnectionReconfigurationComplete 0
3400 2019-06-20 17:54:53.918 MS->eNodeB UL-DCCH MeasurementReport 0
3401 2019-06-20 17:54:54.547 eNodeB->MS DL-DCCH RRCConnectionReconfiguration 0
2402 2N10.0A-2N 17:54:64 56N MS-~aNndaR 1II-NCCH RROCannactinnRacanfinnrationCamnlata 0 Y
< >

Figure9: Measurement of 4G bearer setup (latency B).

Lus KeyEvent-0620-On Sheet - = B .
N Latency C=9ms

No. DateTime KeyEvent_0620 Event Info_0620 A

12260 2019-06-20 17:55:37.258 nr mac send preamble succ,uu frame and ... 708, 8

12261 2019-06-20 17: .258 nrscg change end

12262 |2019-06-20 17:55:37.258 | nr measure configuration end

12263 2019-06-20 17:55:37.267 nr mac recv rar succ,curr frame and slot: 709, 2

12264 2019-06-20 17:55:37.267 nr mac rar ulgrant info: MCS: 0, TPC Commanc
12265 2019-06-20 17:55:37.267 nr mac msg3 info: Identify Message SFN a
12266 2019-06-20 17:55:37.267 nr mac recv rar,tbsize and temp-rnti: 15, 28681

12267 2019-06-20 17:55:37.267 nr mac recv rar ta value and ra cause: el

12268 2019-06-20 17:55:37.267 nr mac recv rar succ,uu frame and slot: 709, 1

12069 2019-06-20 17-
12270 2019-06-20 17:

37.267 nrmac ra result (O:succ, 1:msg? fail, 2/3:m... SuccessRach Result: Suc
267 nr mac c-rnti: 28681,

12271 2019-06-20 17: 267 nr mac random access succ,curr frame an.. 709, 2

12272 2019-06-20 17:55:37.267 nr mac rar common info: Response SFN and Slot:
12273 2019-06-20 17:55:37.267 NR The Time Delay From SCG RECFG to R... 62128, -1

12274 2019-06-20 17:55:37.268 nr mac send msg3 succ,curr frame and slot: 709, 7

12275 2019-06-20 17:55:37.268 nr mac send msg3 succ,uu frame and slot: 709, 9

< >
4 Sheet  Statistic b

Figurel0: Measurement of 5G measurement (latency C).
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Userexperience data rate

In our joint kickoff meeting with China Mobile in November 2018, our first jghvugmented Reality

(AR) demo has been setup between China Mobile in Beijing, China and University of Surrey in Surrey,
UK. During the demo, the peak data rate measured at Surrey is aroub8 ¥bps and the fps is
around 30 fps.

During November and Decdyar 2019,the second joint AR demo was tested again between Surrey
site and China Mobile site, several times. However, dukd¢apdated network firewall security issues

in China, the network performance (i.e., data rate and E2E latency) could not meet the requirements
that were expected for this type of service. The achieved average frame rate during the test was below
20 Mbpsat 20 fps, which could not meet the minimum requirement for demo.

Demo with China Tests with China : .
_ .. Demo with VTT in
Mobile in November  Mobile in November December 2019
2018 kickoff meeting 2019
Peak Data Rate 45-55Mbps 18-22 Mbps 45-50 Mbps
fps 30 fps 20 fps 30 fps

Table2: Average data rate measured during AR demo in December 2019.

To overcome this practical situation, another joint AR demo was then set up between the Surrey trial
site and Espoo trial site in December 20EQ partners from the 5G DRIVE project and partners from
the Chinese twin project participated to this demo at the Surrey site as showigumell. Realtime

video was captured through Kinect sensor (as showhignire1ll on the left). Then the video was
transmitted through 5G core network of Surrey trial netwookTT trial site as shownkigurellon

the right handside.

Figurell: Kinect sensor used in clehdsed AR demo at University of Surreyt)(l@he SEGRIVE project
coordinator and partners from the Chinese twin project participated to the joint AR demo at Surrey site (middle)
and video shown at VTT site (right).

2.1.2 Outdoor eMBB trial results at Espoo trial site

In Espoo eMBB trial site, the 5G tested network works on the NSA mode, in which the gNBs operate at
3.5 GHz and the 4G anchor eNodes operate at 1.8 GHz. The stationary measurements were conducted
with different types of 4G and 5G devices. The 5G terminsasl in the trials were OnePlus 5G Pro
and Huawei CPE. The terminals were connected to Nemo Outddarversion 8.60, to collect

5 For further details sedpr example https://www.oneplus.com/gr/8pro/specs

6 Also seeamong othershttps://www.scribd.com/document/463645406/Nem@utdoorUserManuakpdf
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