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Abstract 

5G-DRIV9 ŘŜŘƛŎŀǘŜǎ ²ƻǊƪ tŀŎƪŀƎŜ р ό²tрύ ǘƻ ŀŘǾŀƴŎŜƳŜƴǘǎ ƛƴ άрD ¢ŜŎƘƴƻƭƻƎȅ ŀƴŘ {ŜǊǾƛŎŜ 
LƴƴƻǾŀǘƛƻƴǎέΦ Lǘǎ Ƴŀƛƴ ǇǳǊǇƻǎŜ ƛǎ ǘƻ ŜƴǎǳǊŜ ǘƘŀǘ ǘƘŜ рD ǘŜǎǘ-bed implementations continue to 
rigorously evolve along the lines of real-world use cases as well as the 5G PPP vision. The work 
focuses on four distinct aspects, each one forming the core of a dedicated task: T5.1 ς Radio Access 
and Transport Network; T5.2 ς Network Virtualization and Slicing; T5.3 ς 5G New Services, and T5.4 ς 
Security and Privacy. This document includes the final achievements of T5.1, T5.2, and T5.3. 
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Disclaimer 

This report contains material, which is the copyright of certain 5G-DRIVE Consortium Parties and may 
not be reproduced or copied without permission. 

All 5G-DRIVE Consortium Parties have agreed to publication of this report, the content of which is 
licensed under a Creative Commons Attribution-NonCommercial-NoDerivs 3.0 Unported License1. 

Neither the 5G-DRIVE Consortium Parties nor the European Commission warrant that the 
information contained in the Deliverable is capable of use, or that use of the information is free from 
risk and accept no liability for loss or damage suffered by any person using the information. 

 CC BY-NC-ND 3.0 License ς 2018-2021 5G-DRIVE Consortium Parties. 

                                                

 
1
 http://creativecommons.org/licenses/by-nc-nd/3.0/deed.en_US 
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Executive summary 

5G-DRIVE, an innovative 34-month project, was focused on harmonising research and trials between 
the EU and China in the area of service evolution for enhanced Mobile Broadband (eMBB) and 
Vehicle-to-Everything (V2X). Whereas a significant part of the project is focused on trial and 
experimentation, this work package is devoted to research activities. The activities reported were 
focused on radio access and RAN, network virtualisation and slicing combined with service 
development and deployment. There is another project deliverable of the 5G-DRIVE project, namely 
D5.3, that reports WP5 activities in the area of V2X security and privacy. The research presented in 
this document includes: 

¶ Approaches related to the improvements of the massive Multiple Input Multiple Output 
(mMIMO) and virtual resource management under the new distributed architecture of RAN, 
which consists of the Remote Units (RU), Distributed Units (DU) and Central Units (CU). To that 
end, we have looked into RAN performance optimisation by adopting Artificial Intelligence (AI). 
Furthermore, the transport network optimisations and the use of Software-Defined 
Networking/Network Function Virtualization (SDN/NFV) optimisations and analogue fronthaul are 
discussed. 

¶ Network slicing enables the creation of parallel virtual telecommunication over a common 
distributed cloud infrastructure. In this document, we have focused on analysing the performance 
of virtual networks and MANO orchestration, on issues related to network slicing enabled RAN 
and on the integration of MEC with O-RAN and network slicing. 

¶ Network virtualisation raises performance issues. We have evaluated the performance of in-
software implemented network functions (i.e. VNFs) and assessed their performance. 

The WP5 activities have been linked with WP3 and WP4 activities, and some of the WP5 results 
related to performance evaluation of virtual networks and orchestration are reported in WP3 and 
WP4 deliverables. Part of the work has been performed in cooperation with Chinese partners. 
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1 Introduction 

1.1 Context of the deliverable 

5G-DRIVE was an innovative, 34-month long project focused on harmonizing research and trials 
between EU and China in service evolution for enhanced Mobile Broadband (eMBB) Vehicle-to-
Everything (V2X) communications. The 5G-DRIVE project was implemented by the consortium 
ŎƻƳǇǊƛǎƛƴƎ мт ǇŀǊǘƴŜǊǎ ŦǊƻƳ 9¦ ŀŎŀŘŜƳƛŀΣ ƛƴŘǳǎǘǊȅ ŀƴŘ ŎƻƳƳŜǊŎƛŀƭ ŀǊŜŀǎΦ ¢ƘŜ ǇǊƻƧŜŎǘΩǎ ƻōƧŜŎǘƛǾŜǎ 
were structured into three main areas: technical, regulatory, and business objectives. The 5G-DRIVE 
Ƙŀǎ ŘŜŘƛŎŀǘŜŘ ŀƴ ŜƴǘƛǊŜ ²ƻǊƪ tŀŎƪŀƎŜ р ό²tрύ ǘƻ ƛƳǇǊƻǾŜƳŜƴǘǎ ƛƴ άрD ¢ŜŎƘƴƻƭƻƎȅ ŀƴŘ {ŜǊǾƛŎŜ 
LƴƴƻǾŀǘƛƻƴǎέΦ ¢ƘŜ ŀŎǘƛǾƛǘƛŜǎ ƻŦ ǘƘƛǎ ǿƻǊƪ ǇŀŎƪŀƎŜ ǿŜǊŜ ŦƻŎǳǎŜŘ ƻƴ ŘƛŦŦŜǊŜƴǘ ǊŜǎŜŀǊch topics that were 
split into the following tasks: 

¶ Task 5.1: Radio Access and Transport Network. The task activities concerned RAN improvements, 
Distributed Massive MIMO and RAN transport issues in beyond 5G mobile communications. 

¶ Task 5.2: Network Virtualization and Slicing was focused on different aspects of network 
virtualization and slicing (performance analysis of the existing concepts, evaluation of algorithms 
and definition of beyond 5G network slicing concepts). 

¶ Task 5.3: 5G New Services addresses novelties required at the service level to flexibly provision, 
replace, and migrate network functions. 

¶ Task 5.4: Security and Privacy aspects of 5G and the Internet of Vehicles that tackles security and 
privacy challenges within the complex 5G ecosystem. 

The initial outcome of the WP5, covering all the mentioned tasks, is included in Deliverable D5.1. This 
deliverable is a final deliverable of WP5 and concerns only activities of Tasks 5.1-5.3. The activities of 
Task 5.4 are reported in a companion Deliverable D5.3. It has to be noticed that some activities of 
WP5 concerning cooperation with Work Package 3 (WP3) and Work Package 4 (WP4) are included in 
deliverables of those Work Packages. 

1.2 Scope and organization of the deliverable 

The main purpose of WP5 is to develop and document key 5G improvements to support real 
operational scenarios in terms of expected functionalities, as well as scalability and performance 
characteristics. There are many technical areas, in which the 5G network can be improved. In 5G-
DRIVE, we have selected specific topics from different network areas that are described in this 
deliverable. The technical areas were used to shape the structure of the document that is following: 

¶ Section 1 (current section) serves as an overall introduction to the document and discusses the 
scope of WP5. 

¶ Section 2 discusses Radio Access Technologies, including: 

o beam squint exploitation in millimetre-wave multi-carrier systems, 

o 3D beamforming evaluation, 

o orthogonal-SGD based learning approach for MIMO detection over URLLC, 

o correlation-based dynamic task offloading for user energy-efficiency maximization, 

o distributed learning-based edge traffic offloading in 5G networks and beyond, 

o distributed learning framework for the resource orchestration in computation offloading. 
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¶ Section 3 focuses on RAN transport. It is devoted to: 

o phase-modulated RoF (Radio over Fibre) for efficient 5G fronthaul uplink, 

o flexible and efficient fronthaul by incorporating a combined multiplexing technique, 

o description and comparison of DSP-assisted analogue 5G fronthaul approaches. 

¶ Section 4 focuses on network virtualization and slicing, including aspects of MANO operations. 
This section discusses: 

o  state of the art of RAN slicing, 

o a proposal of implementation of network slicing in O-RAN, 

o a proposal of O-RAN, network slicing, SON and MEC integration, 

o the AI-driven RAN resource orchestration for multi-tenant RAN slicing, 

o network slicing implementation using slice templates, based on the GSMA Generic Slice 
Template concept, 

o implementation of Deep Packet Inspection function as VNF. 

¶ Section 5 summarizes the outcomes of WP5 that includes standardization efforts, publications 
exchange of knowledge between WP5 with other work packages of 5G-DRIVE, as well as results of 
cooperation in the research area with Chinese partners. 

 

The conceptual map of topics addressed within the document against the background of the 5G 
architecture is presented in Figure 1. 

 

 

Figure 1: Map of WP5 activities. 
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2 Radio access 

2.1 Beam squint exploitation in millimetre-wave multi-carrier systems 

To support millimetre-wave (mmW) communications successfully, a large number of antennas (in the 
ƻǊŘŜǊ ƻŦ ƘǳƴŘǊŜŘǎ ƻǊ ǘƘƻǳǎŀƴŘǎύ ƴŜŜŘ ǘƻ ōŜ ƛƳǇƭŜƳŜƴǘŜŘ ǘƻ ƳƛǘƛƎŀǘŜ ǎƛƎƴƛŬŎŀƴǘ propagation and 
scattering losses. Phased array is one of the popular choices due to its low complexity. However, 
phased arrays are only a good implementation for narrowband systems, as phase shifters can be 
configured at only the carrier frequency. That is, the configuration of an approximation assuming 
phase shifter values remains stationary for all transmission frequencies, as there are practical 
limitations, such as the cost of hardware. Then only approximated performance could be obtained at 
frequencies other than the carrier frequency, which does not work well for wideband 
implementation. If the Angle of Arrival (AoA) or Angle of Departure (AoD) of a signal is not on the 
broadside, i.e. not 0 degrees, the beam direction is frequency-dependent. Any beam that is 
transmitting or receiving over a frequency that is not the carrier frequency gets steered away 
(squinted) as a function of frequency. In a wide bandwidth, this results in much smaller gains at edge 
frequencies, which is known as beam squint. 

Currently, there are only few methods in solving the beam squint issue. True Time Delays (TTD) [1] is 
a hardware solution, suggesting the implementation of TTD circuit elements that would make phase-
shifting frequency-independent even over wider frequency bands. However, this solution is 
undesirable in massive multiple input multiple output (mMIMO), collocated or distributed [2], as 
when the number of phase shifters and antennas is very large, the power consumption, 
implementation cost and circuit complexity scale make it impractical. Another method [3] was 
proposed to increase the density of the codebook to combat the beam squint effects, which is more 
practical. However, having very large codebooks can lead to long beamforming times, introducing 
latency. Other studies were performed on hybrid beamforming systems [4], [5] and, as such, 
introduced extra flexibility into the system through a digital precoder. The latency and complexity of 
the system could be very high due to the adaptation of a digital precoder, especially in a system with 
multiple users. Therefore, it is important to study the beam squint problem and look for more 
efficient ways of solving it to reduce the latency introduced by the codebook-based solution and the 
implementation complexity that is associated with the hardware solution. Therefore, this work aims 
to minimize the implementation cost of beam squint mitigation by studying analogue beamforming, 
and a subcarrier to beam allocation scheme is proposed to improve the throughput. 

2.1.1 System model 

Consider an orthogonal frequency division multiplex (OFDM) mMIMO system with Nt transmit 
antennas and M subcarriers labelled m = 1, 2,Ễ , M. The Nt antennas are deployed in the shape of a 
Uniform Linear Array, as shown in Figure 2. The number of radio frequency (RF) chains determines 
Ƙƻǿ Ƴŀƴȅ ǳǎŜǊǎΩ Řŀǘŀ ǎǘǊŜŀƳǎ Ŏŀƴ ōŜ ǎŎƘŜŘǳƭŜŘ ŀǘ ŀ ǎƛƴƎƭŜ ǘƛƳŜ instance. All antennas are isotropic 
and of the same shape. Denote ˂c as the wavelength of the carrier frequency, fc. The distance d 
between two adjacent antenna elements is set to be half wavelength, i.e. d = c˂/2. AoD or AoA is 
denoted as ̒ , relative to the broadside. The angle increases clockwise, and the analytical limit is 

ʻɴ ȟ . We will define a virtual angle  to keep expressions shorter, which is given by: 

  ÓÉÎ— (2-1) 

Denote  as a phase shift value of the nth antenna element. The phase shifters are implemented in 
a beamforming vector, which is denoted as: 

 ◌ Ὡ ȟὩ ȟȟὩ  (2-2) 
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Figure 2: Beam squint effect demonstrated in a multiuser scenario. 

With the carrier frequency fc, given a target angle —, the goal of a beamforming system is to 
maximise the array gain towards angle —, which can be converted to   following (1). The goal can 
be achieved by setting up phase shifters to ensure all of the Nt antenna elements have the same time 
delay for receive or transmit signals at the carrier frequency fc, which is a solution for optimal 
implementation cost of the system in a multi-carrier environment. Following [6], to focus on an angle 
 , the phase shifter configuration is given by: 

 ɼ ʕ ςʌϽʇ ϽÄϽÎ ρϽʕ  (2-3) 

Corresponding to the beamforming vector w for any frequency f, the ULA response vector at any 
angle ̒  is derived as: 

 Áʃ ρȟÅ ȟÅ ȟỄȟÅ , ʕᶰ ρȟρ (2-4) 

Then, based on the array response vector a( )̒ at frequency f, and pre-designed beamforming vector, 
w, the array gain normalized by the square root of the number of antenna elements Nt is given by: 

 Ç×ȟʃ × Áʃ В Å  (2-5) 

where (Ͻ) denotes the Hermitian transpose. 

2.1.2 Beam squint model 

As stated before, phase shifters are designed for the carrier frequency, meaning that they are fixed, 
regardless of operating frequency, within bandwidth B. This introduces beam squint. Beam squint 
can be effectively defined as the ratio ‚ of operational frequency f to the carrier frequency fc: 

 ʊ  (2-6) 
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where Ὢɴ Ὢ ὄȾςȟὪ ὄȾς. Then, the fractional bandwidth is defined as: 

 b=B/ fc (2-7) 

and ‚ɴ ρ ὦȾςȟρ ὦȾς. Since ‚ is dependent on b, any reduction in b will reduce the range of ‚ 
available. For example, in a wide bandwidth of 2.5 GHz with a centre frequency 73 GHz (considered 
as the carrier frequency), ‚ varies from 0.9829 to 1.0166. Figure 3 demonstrates that the gain at edge 
frequencies is much smaller than at the centre frequency for a large number of antennas Nt = 256. 
Any frequency corresponding to gains that are 3 dB or smaller than the maximum gain is considered 
unusable for transmission to the user. In [6], the array gain derived in (2-5) is modified for a 
subcarrier with a ratio ‚, AoA/AoD , and beam focus angle  . This is expressed as Ὣ‚  , 
where: 

 Ὣὼ
 

 
Ὡ  (2-8) 

A subcarrier with ‚ at AoA/AoD  has a gain equivalent to a gain for the carrier frequency fc at 
AoA/AoD  ‚. The maximum array gain is achieved by: 

 Ὣ ÍÁØɴ ȟὫ  ὔ (2-9) 

It can be seen that at frequency f, the maximum array gain is achieved at angle  Ⱦ‚, which 
makes the beam steer away from the focus angle   when ‚ ρ, i.e. Ὢ Ὢ. The beam squint effect 
is illustrated in Figure 3. As the bandwidth changes, so does the range of ‚. When the bandwidth is 

narrow, ‚ ρ or ȿЎ‚ȿ π, from Figure 3, this means that the beamforming gain Ὣ ὔ for the 

entire bandwidth. As the bandwidth becomes relatively large e.g. crosses ȿЎ‚ȿ 0.008 the 
performance is optimal for a small range of frequencies around the centre, but at the edges, when ‚= 
0.9829 or 1.0166, the gain is approaching the gain of the first sidelobe of the same beam. In Figure 2, 
these edge frequencies correspond to the dashed beams. 

 

Figure 3: Effective gain across entire normalized bandwidth in a single carrier system, ὔ  256. 

2.1.3 Problem analysis ς OFDM system channel capacity 

Here, the receiver has only one antenna, and only transmitter beam squint is considered. The 
analysis is performed on multiple user scenarios, and a single user implementation with multiple RF 
chains is studied as a special case. Equal power is allocated across all subcarriers. This is common 
under the condition of no channel state information. mmW bands with narrow beams ensure a 
sparse channel [7]. As a result, line of sight (LoS) is assured. 

Within bandwidth B, before beamforming, the antenna receiving a signal receives power P = Pt/K, 
where Pt is the total power of the system and K is the number of scheduled users. The noise power of 

AWGN split across M subcarriers is „ ὔ . The channel capacity for a multiple user OFDM 

system with beam squint at AoD  and beam focus angle  is thus: 
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 Ὑ В В ÌÏÇ ρ ȟ  (2-10) 

where ‚ ρ . In the beam squint environment, variables Ὣ Ͻ and ȟ show that the 

beamforming gain and focus angle, respectively, for a specific user. This specification is important, as, 
depending on the user location, the number of beams available for use, e.g. user k, varies when as 
beam squint is stronger further away from the broadside. For comparison, the channel capacity for a 
multi-user system with no beam squint denoted as RNBS is derived. Based on the single user capacity 
obtained in [6] at AoD ̒ , and beam focus angle  , the multi-user system capacity can be simply K 
times of that achieved in a single-user scenario, as without beam squint, i.e. ‚= 1 for all users, and 
Ὣ Ễ Ὣ Ễ Ὣ Ὣ . Therefore, the capacity of K users is given by: 

 Ὑ В ÌÏÇ ρ
ȿ ȿ

 (2-11) 

Figure 4 shows a comparison of the maximum achievable throughput for the scenarios with beam 
squint (RBS) and without beam squint (RNBS) as a function of fractional bandwidth defined in (2-7), 
when the number of users in the system is one and three, respectively. As fractional bandwidth b 
increases, the range of ‚ extends, which leads to strengthening the beam squint effect. As such, 
while the gain is constant for the RNBS scenario, the throughput does not change, however as beam 
squint is introduced for the RBS scenario, the capacity degrades significantly as the bandwidth 
increases. This shows that beam squint effects for wide communication bandwidths are a significant 
issue, especially when there are multiple users. 

 

Figure 4: Achievable downlink throughput versus fractional bandwidth. Number of antennas Nt = 256. 

2.1.4 Subcarrier-to-beam allocation 

When serial data containing K ǳǎŜǊǎΩ Řŀǘŀ ŜƴǘŜǊ ǘƘŜ ǘǊŀƴǎƳƛǎǎƛƻƴ ǎȅǎǘŜƳΣ ŎƻƴǾŜƴǘƛƻƴŀƭƭȅΣ ǘƘŜǎŜ Řŀǘŀ 
will be distributed to each respective user and their exclusively assigned beams. Due to beam squint 
effects, the data transmitted will suffer heavy losses on a high number of subcarriers assigned to 
each user. Hence in the work, a subcarrier-to-beam allocation (SBA) scheme is proposed, which 
acquires information about beam squint and uses this information to maximize the gain gk(x) 
towards any given user. The scheme is proposed based on the concept of interleaving. The input 
data, as the input of every single beam, will be split across Lk < Nt beams, and this may result in some 
data of a user, e.g. user kΣ ōŜƛƴƎ ƳƛȄŜŘ ƛƴ ǿƛǘƘ ƻǘƘŜǊ ǳǎŜǊǎΩ Řŀǘŀ ƻƴ ǘƘŜ ōŜŀƳǎ ŀƭƭƻŎŀǘŜŘ ǘƻ them. A 
beam may not be exclusively allocated to one user. Given a user, due to beam squint effects, the 
edge subcarriers would have the beams to point away from the user and result in degraded gains. As 
the beam pattern is fixed, for the purpose of interleaving, given a user, SBA algorithm selects L 
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significant beams, according to the information of the number of beams present within an angle 
range given by — Ὢᶰ— ɡȟ— ɡ , where: 

 ɡ ȿ— Ὢ —ȿ ÓÉÎ
 

—  (2-12) 

and Ὢᶰ ȟ  is the operating frequency relative to the carrier frequency. 

Then, interleaving will be carried out among the Lk selected beams for the data of user k. Therefore, 
the number of selected beams, Lk, would affect the system performance. In the SBA, a gain 
difference factor, Ὡȟ —, is defined for each beam at AoD — to find suitable subcarriers for 

transmission across all chosen beams, which is given by Ὡȟ —
ȟ , where Ὣȟ — is the 

gain of beam ὰ on subcarrier m at a given angle —. Each subcarrier that has gain difference factor 
higher than a pre-defined threshold eth is stored in a subcarrier gain matrix ἡ Ὓὰȟά
Ὣȟ — . After it is generated, Ὓὰȟά  is examined, and the beam with the highest gain on 

subcarrier m, denoted by ὰȟ  is allocated to user k. Its gain is recorded by Ὃά Ὓὰȟȟά . The 

method of allocating subcarriers to beams is summarised in Algorithm 1. 

Due to the nesting of loops, the complexity of the algorithm for a full user range is O(KLkM). None of 
these variables scales quickly. The number of usable beams for beam squint compensation increases 
slowly with Nt, number of users that would be available to benefit from the algorithm depends on 
their spacing and varies between [1,NRF]. M can take a multitude of discrete values that can be 
constant depending on the system and it allows for further simplification of the complexity to O(KLk). 

Using information that is returned from Algorithm 1, it is now possible to rearrange input data to 
ensure it reaches the required beam to benefit from the possible gains. A second algorithm is 
proposed to meet this goal. If an ordered arbitrary serial data set ὢᶰᴙ containing K ǳǎŜǊǎΩ Řŀǘŀ ƛǎ ǘƻ 
ōŜ ƳŀǇǇŜŘ ǘƻ ōŜŀƳǎΣ ŎƻƴǾŜƴǘƛƻƴŀƭƭȅΣ ƻƴŜ ǳǎŜǊΩǎ Řŀǘŀ ǿƻǳƭŘ ƻƴƭȅ ōŜ ŜȄŎƭǳǎƛǾŜƭȅ ŀƭƭƻŎŀǘŜŘ ǘƻ ƻƴŜ 
beam. In the SBA scheme, using Algorithms 1 and 2 will override the selection, as one user may get 
allocated more than one beam. Then, following Algorithm 1, which has successfully returned a 
subcarrier to beam allocation set for each user separately, Algorithm 2 is developed for data 
interleaving, which creates a data allocation indication matrix, or the output stream Ἆᶰᴙ . 
The element Ὠȟȟof D takes the value of one if the beam L is selected for user k to transmit data on 
subcarrier m. Then, this data stream is a modified input serial data set of each user, with all the 
information remapped following the rule created by Algorithm 1. An input xm from Xk is selected and 
mapped to the dl,m slot. The final output of the algorithm is interleaving all matrices Dk to form the 
final allocation matrix D, which has inputs X remapped in an order of ascending subcarrier index 
across multiple beams. 
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2.1.5 Simulation results and performance evaluation 

A. Bit Error Rate (BER) 

When Binary Phase Shift Keying (BPSK) is adopted in the system, Figure 5 shows the BER 
performance of the system at frequency fc = 73 GHz and with a bandwidth BW = 2.5 GHz in an AWGN 
LOS channel. In this figure, BERBS represents the results when no method is used to mitigate the 
effect of the beam squint in the system. BERBS represents the performance of the proposed scheme 
when beam squint exists in the system. BERBS represents the performance of the system without 
beam squint. From Figure 5, an improvement is shown when number of antennas Nt > 64. The 
performance under 128 antennas shows a slightly better, while the performance has improved 
significantly when there are 256 antennas, with an overall gain of 12 dB and only 1.5 dB loss over the 
system without beam squint. 
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Figure 5: BER versus SNR. 

B. Capacity 

In this subsection, the impact of increasing the number of antennas the system capacity, when the 
number of users K takes the value of one and three. Among K UEs, one is selected as a reference UE. 
In the simulations, user location is randomly generated in the range ƻŦ ώлΣˉκнϐ ŦƻǊ ǘƘŜ ǊŜŦŜǊŜƴŎŜ ¦9Σ 
ǿƘƛƭŜ ǘƘŜ ƻǘƘŜǊ ¦9ǎ ƘŀŘ ǘƘŜƛǊ Ǉƻǎƛǘƛƻƴǎ ǎŜǘ ǘƻ ōŜ ǊŜƭŀǘƛǾŜ ǘƻ ǘƘŜ ǊŜŦŜǊŜƴŎŜ ¦9Ωǎ ƭƻŎŀǘƛƻƴΦ ¢ƻ ǎǘǳŘȅ ǘƘŜ 
ǎŎŜƴŀǊƛƻΣ ƛƴ ǿƘƛŎƘ ǇŜǊŦƻǊƳŀƴŎŜ ƛǎ ǎƛƎƴƛŦƛŎŀƴǘƭȅ ŀŦŦŜŎǘŜŘ ōȅ ōŜŀƳ ǎǉǳƛƴǘΣ ǘƘŜ ŎƻǊǊŜƭŀǘƛƻƴ ōŜǘǿŜŜƴ ¦9ǎΩ 
locations ensures that the three adjacent beams would be signalling towards the three users with 
maximum gains. Figure 6 shows, with a different number of users in the system, how the number of 
antennas affects the averaged throughput over different UE locations, as the performance over the 
entire direction range is similar to the proposed algorithm. When Algorithms 1 and 2 are applied, the 
capacity increases significantly as the number of antennas increases, as shown by the result for RS 
single user and RS multi-user in Figure 6. 

 

Figure 6: Achievable throughput versus the number of antenna elements. 



D5.2: Final report of 5G technology and service innovations 

© 2018 - 2021 5G-DRIVE Consortium Parties Page 24 of 121 

2.2 3D Beamforming 

3D beamforming technique is attractive in massive MIMO wireless communications owning the 
beneficial capability of controlling the strength of radiation field energy in different directions in the 
spatial domain. Performances of 3D beamforming in wireless communications obviously rely on the 
properties of the beam pattern. Therefore, it is of importance to investigate in depth the properties 
and applications of 3D beamforming, analysing system performance of massive MIMO 
communications, and evaluating the actual performance through field trials. 

2.2.1 Application scenario 

Due to ultra-high data rate transmissions, the coverage area of a 5G base station (BS), named next-
generation nodeB (gNB), should be much smaller than that of the 4G BS. In particular, in dense areas, 
where there are a number of high-rise buildings, the gNB must provide services through 3D 
beamforming. Figure 7 shows one application scenario, where there are high-rise buildings served by 
5G massive MIMO, which provides 3D beams not only horizontally, but also vertically. Each vertical 
layer of the formed beams covers a number of floors in a high-rise building. Thus, to cover the whole 
high-rise building, multiple layers of beams are required. 

 

Figure 7: 3D beamforming application scenario 

In order to study the 3D beamforming, linear horizontal and vertical arrays will be described in the 
following sections. 

2.2.2 Linear arrays 

First, we present the horizontal linear array. For each linear horizontal array, the spacing between 

two antenna elements is 0.5hd l= , where l is the RF signal wavelength. N and q represent the 

number of horizontal antenna elements and an angle of departure (AoD) at the horizontal plane. 
Assuming that each antenna element is weighted by a weighting factor, the normalized array factor 
of any horizontal beam n, where 1,2, ,n N= ÖÖÖ, is given by [8]: 
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where nb  is given by: 
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  ὲ“ (2-14) 

Second, we present the linear vertical array. In practice, the vertical angle of coverage should be 
smaller than the horizontal angle of coverage. Therefore, fewer layers of vertical beams may be 
considered. Assuming there are L vertical antenna elements with the spatial separation 0.83l 
between two adjacent elements. The L antenna elements are divided into M sub-arrays (equivalent 
units), with each sub-array consisting of L / M antenna elements. Note that each sub-array is 
weighted with one phase angle (one RF chain). Assuming that each sub-array has three antenna 
elements (i.e. ὒȾὓ σ, the spatial separation between two equivalent units is Ὠ πȢψσ‗ẗὒȾὓ

πȢψσ‗ẗσ ςȢτω‗. Assuming that f represents an AoD at the vertical, the normalized array factor 

of any vertical beam m, 1,2, ,m M= ÖÖÖ, is given by: 
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where mb  is given by (2-14) with substitution of N and n with M and m, respectively, ( )LW f is a 

window function depending on the number, L, of each equivalent element and given by [9]: 
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When L=1, ( ) 1LW f=  for vertical AoD, which is a constant window function. Figure 12 shows the 

beam patterns for M=4 and L=12. It can be seen that for four equivalent antenna units, the four 
vertical beams may cover 24-degree angles. 

 

Figure 8: Equivalent vertical antenna sub-arrays, four sub-arrays (4 RF chains) with three antenna 
elements in each sub-array. 

2.2.3 Rectangular antenna arrays 

The conceptual block diagram of the rectangular antenna arrays used in WP3 is shown in Figure 13. 
The rectangular antenna array structure has 32 antenna elements (4 rows and 8 columns). Since each 
sub-array has 3 vertical antenna elements, the rectangular array has 96 antenna elements in total. 
Each sub-array is connected to one dedicated RF chain, and there are up to 32 RF chains. 



D5.2: Final report of 5G technology and service innovations 

© 2018 - 2021 5G-DRIVE Consortium Parties Page 26 of 121 

 

Figure 9: Rectangular antenna configuration (4×8 sub-array configuration) 

When L / M=3, the space between two adjacent sub-arrays is 2.4ɚ. By considering downlink digital 
beamforming similarly to the Butler method, 32 sub-arrays may form 32 beams with four rows 
(vertical) and eight columns (horizontal). The normalized array factor of any 3D beam is given by: 

 
( ) B ( )nm n mC A q f= Ö

 (2-17) 

Figure 10 illustrates the beam pattern generated according to (2-17). In the vertical plane, all the 
beams are within 24 degrees, while in the horizontal plane, all the beams are within 120 degrees (or, 
typically, one sector). The vertical range of 24 degrees may cover the most realistic scenarios for 
building coverage. If each beam supports one user, 32 users may be supported by this complete 
MIMO architecture. Further, if antenna polarization technology is used [9], each beam may support 
two users through the two polarizations, and the number of users may be doubled so that 64 users 
may be supported by only using the spatial domain. 

   

(a) One vertical layer (b) Two vertical layers (c) Four vertical layers 

Figure 10: Complete beam patterns, (a) one layer of vertical beams (1×8 sub-array configuration), (b): two 
layers of vertical beams (2×8 sub-array) configuration, (c) 4 layers of vertical beams (4×8 sub-array 

configuration) 

2.3 Orthogonal-SGD based learning approach for MIMO detection over 
URLLC 

Detection of multiple-input multiple-output (MIMO) signals through machine learning (ML) has 
demonstrated remarkable advantages in terms of their strong parallel-processing ability, good 
performance-complexity trade-off, as well as self-optimization with respect to the dynamics of 
wireless channels [10]. More remarkably, data-driven ML approaches are model-independent, i.e. 
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they learn to detect signals without the need of an explicit model of the signal propagation, which 
have been reported in our previous work in D5.1 [11] and other publications in [12], [13], [14]. This is 
particularly useful for receivers to reconstruct signals from random nonlinear distortions, which are 
often very hard to handle with hand-engineered approaches. Meanwhile, ML-assisted wireless 
receivers can also be model-driven, which can take advantage of the model knowledge to mitigate 
the curse of dimensionality problem inherent in the deep learning procedure. Moreover, ML and 
hand-engineered approaches can work together to form a synergy when conducting signal detection. 

Despite already numerous contributions in this domain, there are very few results that have been 
reported so far, concerning the wireless channel over-training problem. More specifically, current 
ML-assisted receivers are trained mainly for a specific channel model, such as the MIMO Rayleigh-
fading channel. However, a receiver that is well trained for one channel model is often too sub-
optimum or even unsuitable for other channel models. This is also known as the training set over-
fitting problem in the general artificial intelligence domain. In the literature, there are a couple of 
ways to handle the over-training problem. One approach is called continual learning, which aims to 
inject new knowledge without forgetting previously learned knowledge. Consequently, machines will 
always adapt themselves to be better optimized for the latest training samples (i.e. new channel 
models in telecommunications). The other approach is called multi-task learning, which aims to 
improve all training tasks simultaneously by combining their common features. These approaches 
have already achieved promising results in traditional ML applications, such as natural language 
processing or image/video recognition; however, it is still not clear whether these approaches can be 
cost-effective to handle wireless channels that are random, continuous, and infinite in their states. 

In this subsection, we introduce our initial results of a novel algorithm to tackle the wireless channel 
over-training problem when machines learn to detect communication signals in MIMO fading 
channels. The basic idea lies in the discovery and exploitation of the orthogonality of training samples 
between the current training epoch and past training epochs. More specifically, the O-SGD algorithm 
does not update the neural network simply based upon training samples of the current epoch. 
Instead, it first discovers the correlation between current training samples and historical training 
data and then updates the neural network with those uncorrelated components. The network 
updating occurs only in those identified null subspaces. By such means, the neural network can 
understand and memorize uncorrelated components between different training tasks (e.g. channel 
models). This idea is evaluated for the artificial neural network (ANN)-assisted MIMO detection with 
various channel models. It is shown, through computer simulations, that O-SGD is very robust to 
channel model variations as well as SNR variations. 

ML signal detection faces great challenges when the MIMO channel matrix is randomly time-varying; 
as in this case, the set of possibly received signals becomes infinite. More seriously, the randomness 
of the MIMO channel will result in the channeƭ ŀƳōƛƎǳƛǘȅΣ ƛΦŜΦ ǘƘŜ ǊŜŎŜƛǾŜǊΩǎ ƻōǎŜǊǾŀǘƛƻƴ ȅ ƳƛƎƘǘ 
correspond to various combinations of the channel matrix Ὄ and the transmitted signal block ὼ even 
in the noiseless case. In this case, ML is not able to conduct signal classification since the bijection 
between ώ and ὼ does no longer hold. Theoretically, the channel ambiguity can be resolved by 
feeding the machine with the full channel knowledge, i.e. the input to the ANN-assisted MIMO 
receiver consists of the received signal block y as well as the channel matrix Ὄ or more precisely, its 
vector-equivalent form Ὤ, which is often called the data-driven approach. However, the dimension of 
the Ὄ-defined training input grows much faster than the ώ-defined training input, and this could 
result in inefficient learning at the ANN training stage. In this regard, the model-driven approach 
demonstrates remarkable advantages by replacing the received signal block y with its matched filter 
(MF) equalized version Ὄ ώ and the channel matrix Ὄ with the corresponding version Ὄ Ὄ; cf. the 
block diagram of the ANN-assisted MIMO detection in Figure 11. By such means, the growth rate for 
both inputs is largely scaled down. 
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Figure 11: Block diagram of the ANN-assisted MIMO detection. 

The basic idea of the proposed algorithm lies in the discovery and exploitation of the orthogonality of 
the training samples between the current training epoch and previous training epochs. Specifically, 
the algorithm does not update the neural network simply based upon the current training input. 
Instead, it discovers the correlation between the current training samples and the historical training 
data. By such means, ANN can understand and memorize uncorrelated components between 
different training data set. 

The proposed algorithm is demonstrated through simulation-based experiments here. Our computer 
simulations are structured into three experiments. Experiment 1 aims to demonstrate our hypothesis 
on the existence of the channel over-training problem in ANN-assisted MIMO signal detection. 
Experiment 2 and Experiment 3 evaluate the performance of the conventional SGD algorithm and 
the proposed O-SGD algorithm by training multiple tasks sequentially and simultaneously in the time 
domain, respectively. The size of the MIMO system is 4-by-8, and QPSK modulation is considered at 
the transmitter side. The key metric utilized for performance comparison is the average BER over 
sufficient Monte-Carlo trails of multiple block fading channels. Moreover, the signal-to-noise ratios 
(SNR) is defined as the average received information bit-energy to noise ratio per receive antenna 
(i.e. Eb/N0). 

 

Figure 12: BER as a function of Eb/N0 for ANN-assisted MIMO signal detection. ANN is trained for the Rayleigh 
fading channel (i.e. K = 0) and evaluated under various channel models. 

Experiment 1: In this experiment, an ANN-assisted MIMO receiver optimized for the Rayleigh fading 
channel (i.e. K = 0) is evaluated under multiple other channel models. The aim of this experiment is to 
demonstrate the existence of a channel over-training problem in ANN-assisted MIMO signal 
detection. Moreover, the training is operated at Eb/N0 = 8 dB with a mini-batch size of 500, as the 

above configurations are found to provide the best performance. 














































































































































































